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A tananyag

Oktatasi cél: A kurzus célja, hogy megismertesse a hallgatokat a mesterséges neuralis haldzatok
elméleti alapjaival, azok felépitésével és attekintse a legfontosabb tanulési algoritmusokat. A
kurzus fobb témakdrei: Neuralis halokkal megoldhato feladatok. A neuralis halok tipusai. Tanitas
tanitoval és tanito nélkiil. A perceptron modell. Neuralis halok felépitése €s tanitasa. Aktivacios
fiiggvények, veszteségfiiggvények. A taltanitds problémédja, regularizaciés modszerek.
Eldrecsatolt neuralis halozatok. A backpropagation algoritmus.

M¢élytanulasi technikak. Konvolucids neurdlis halok felépitése és haszndlata. Visszacsatolt
(rekurrens) neuralis hdlok. Long short-term memory halé. Onkddold rendszerek. Mélytanulds a
természetes nyelvfeldolgozasban. Generativ halok. Megerésitéses tanulas. Transfer learning.

A (mély) neuralis halok alkalmazasi teriiletei, valamint a fejlesztéshez sziikséges hardver és
szoftver kornyezetek.

Tematika:
Témakor Oraszam
Eldadasok/Laborok
1. Bevezetés. A neuralis halok elméleti alapjai. A perceptron modell és 2+2

miukodése. Neuralis halok felépitése €s tanitasanak modszerei.
Eldrecsatolt neuralis halozatok.

2. Aktivacios fliggvények, veszteségfiiggvények. A taltanitas problémaja, 2+2
regularizécidos modszerek. A backpropagation algoritmus.

3. Neurdlis halo modellek teljesitményének értékelése. A modellek javitasa |2+2
¢s hangolasa.

4. Meélytanulasi technikdk. Konvolucios neuralis halok felépitése és 2+2
haszndlata.
5. Transfer learning 2+2

6. Visszacsatolt (rekurrens) neuralis halok. Long short-term memory halok, |2+2
Onkodolé rendszerek

7. M¢lytanulési technikdk - természetes nyelvfeldolgozas 2+2
8. Komplex esettanulmany 2+2
9. Generativ modellek 2+2
10. Megerdsitéses tanulds 2+2
11. Rektori sziinet

12. ZH 2+2
13. Feladatok beadasa, bemutatasa 242

14. PotZH, feladatok podtlasa 2+2




Félévkozi kovetelmények

Alairas feltétele: | Elméleti anyagbol zarthelyi dolgozat.
A gyakorlati anyagbdl 6nallo feladatok megoldésa.

Zarthelyi dolgozatok
Oktatasi hét Témakor
11. A félév soran targyalt elméleti anyag.

14. PozZH

Az évkozi jegy Kialakitasanak modszere

Az évkozi jegy a ZH (50%) és a gyakorlati feladatmegoldas (50%) stilyozott atlagabol all elo.

Potlas modja

A ZH / évkozi jegy / A zérthelyi ¢és a feladatok potlasa a 14. héten.
alairds potlasanak modja:

Az egyes érdemjegyek ponthatarai:

50-64: elégséges
65-74: kozepes
75-84: jo
85-100: jeles
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